**[Algorithm Gym :: Graph Algorithms](http://codeforces.com/blog/entry/16221)**

You can find all the definitions here in the book "Introduction to graph theory", Douglas.B West. Important graph algorithms :

**Depth First Search**

The most useful graph algorithms are search algorithms. DFS (Depth First Search) is one of them.

While running DFS, we assign colors to the vertices (initially white). Algorithm itself is really simple :

*dfs (v):*

*color[v] = gray*

*for u in adj[v]:*

*if color[u] == white*

*then dfs(u)*

*color[v] = black*

Black color here is not used, but you can use it sometimes.

Time complexity : *O*(*n* + *m*).

**DFS tree**

DFS tree is a rooted tree that is built like this :

*let T be a new tree*

*dfs (v):*

*color[v] = gray*

*for u in adj[v]:*

*if color[u] == white*

*then dfs(u) and par[u] = v (in T)*

*color[v] = black*

**Lemma:** There is no cross edges, it means if there is an edge between *v* and *u*, then *v* = *par*[*u*] or *u* = *par*[*v*].

**Starting time, finishing time**

Starting time of a vertex is the time we enter it (the order we enter it) and its finishing time is the time we leave it. Calculating these are easy :

*TIME = 0*

*dfs (v):*

*st[v] = TIME ++*

*color[v] = gray*

*for u in adj[v]:*

*if color[u] == white*

*then dfs(u)*

*color[v] = black*

*ft[v] = TIME* // or we can use TIME ++

It is useable in specially data structure problems (convert the tree into an array).

**Lemma:** If we run *dfs*(*root*) in a rooted tree, then *v* is an ancestor of *u* if and only if *stv* ≤ *stu* ≤ *ftu* ≤ *ftv* .

So, given arrays *st* and *ft* we can rebuild the tree.

**Finding cut edges**

The code below works properly because the lemma above (first lemma):

*h[root] = 0*

*par[v] = -1*

*dfs (v):*

*d[v] = h[v]*

*color[v] = gray*

*for u in adj[v]:*

*if color[u] == white*

*then par[u] = v and dfs(u) and d[v] = min(d[v], d[u])*

*if d[u] > h[v]*

*then the edge v-u is a cut edge*

*else if u != par[v])*

*then d[v] = min(d[v], h[u])*

*color[v] = black*

In this code, *h*[*v*] =  height of vertex *v* in the DFS tree and *d*[*v*] = *min*(*h*[*w*] where there is at least vertex *u* in subtree of *v* in the DFS tree where there is an edge between *u* and *w*).

**Finding cut vertices**

The code below works properly because the lemma above (first lemma):

*h[root] = 0*

*par[v] = -1*

*dfs (v):*

*d[v] = h[v]*

*color[v] = gray*

*for u in adj[v]:*

*if color[u] == white*

*then par[u] = v and dfs(u) and d[v] = min(d[v], d[u])*

*if d[u] >= h[v] and (v != root or number\_of\_children(v) > 1)*

*then the edge v is a cut vertex*

*else if u != par[v])*

*then d[v] = min(d[v], h[u])*

*color[v] = black*

In this code, *h*[*v*] =  height of vertex *v* in the DFS tree and *d*[*v*] = *min*(*h*[*w*] where there is at least vertex *u* in subtree of *v* in the DFS tree where there is an edge between *u* and *w*).

**Finding Eulerian tours**

It is quite like DFS, with a little change :

*vector E*

*dfs (v):*

*color[v] = gray*

*for u in adj[v]:*

*erase the edge v-u and dfs(u)*

*color[v] = black*

*push v at the end of e*

*e* is the answer.

Problems: [500D - New Year Santa Network](http://codeforces.com/contest/500/problem/D), [475B - Strongly Connected City](http://codeforces.com/contest/475/problem/B)

### Breadth First Search

BFS is another search algorithm (Breadth First Search). It is usually used to calculate the distances from a vertex *v* to all other vertices in unweighted graphs.

Code :

*BFS(v):*

*for each vertex i*

*do d[i] = inf*

*d[v] = 0*

*queue q*

*q.push(v)*

*while q is not empty*

*u = q.front()*

*q.pop()*

*for each w in adj[u]*

*if d[w] == inf*

*then d[w] = d[u] + 1, q.push(w)*

Distance of vertex *u* from *v* is *d*[*u*]. Time complexity : *O*(*n* + *m*).

**BFS tree**

BFS tree is a rooted tree that is built like this :

*let T be a new tree*

*BFS(v):*

*for each vertex i*

*do d[i] = inf*

*d[v] = 0*

*queue q*

*q.push(v)*

*while q is not empty*

*u = q.front()*

*q.pop()*

*for each w in adj[u]*

*if d[w] == inf*

*then d[w] = d[u] + 1, q.push(w) and par[w] = u (in T)*

**SCC**

The most useful and fast-coding algorithm for finding SCCs is Kosaraju.

In this algorithm, first of all we run DFS on the graph and sort the vertices in decreasing of their finishing time (we can use a stack).

Then, we start from the vertex with the greatest finishing time, and for each vertex *v* that is not yet in any SCC, do : for each *u* that *v* is reachable by *u* and *u* is not yet in any SCC, put it in the SCC of vertex *v*. The code is quite simple.

Problems: [CAPCITY](http://www.spoj.com/problems/CAPCITY/), [BOTTOM](http://www.spoj.com/problems/BOTTOM/)

**Shortest path**

Shortest path algorithms are algorithms to find some shortest paths in directed or undirected graphs.

**Dijkstra**

This algorithm is a single source shortest path (from one source to any other vertices). Pay attention that you can't have edges with negative weight.

Pseudo code :

*dijkstra(v) :*

*d[i] = inf for each vertex i*

*d[v] = 0*

*s = new empty set*

*while s.size() < n*

*x = inf*

*u = -1*

*for each i in V-s* //V is the set of vertices

*if x >= d[i]*

*then x = d[i], u = i*

*insert u into s*

// The process from now is called Relaxing

*for each i in adj[u]*

*d[i] = min(d[i], d[u] + w(u,i))*

There are two different implementations for this. Both are useful (C++11).

*O*(*n*2)

int mark[MAXN];

void dijkstra(int v){

fill(d,d + n, inf);

fill(mark, mark + n, false);

d[v] = 0;

int u;

while(true)

{

int x = inf;

u = -1;

for(int i = 0;i < n;i ++)

if(!mark[i] and x >= d[i])

x = d[i], u = i;

if(u == -1)

break;

mark[u] = true;

for(auto p : adj[u]) //adj[v][i] = pair(vertex, weight)

if(d[p.first] > d[u] + p.second)

d[p.first] = d[u] + p.second;

}

}

**1)** Using std :: set :

*void dijkstra(int v)*

*{*

*fill(d,d + n, inf);*

*d[v] = 0;*

*int u;*

*set<pair<int,int> > s;*

*s.insert({d[v], v});*

*while(!s.empty())*

*{*

*u = s.begin() -> second;*

*s.erase(s.begin());*

*for(auto p : adj[u])* //adj[v][i] = pair(vertex, weight)

*if(d[p.first] > d[u] + p.second)*

*{*

*s.erase({d[p.first], p.first});*

*d[p.first] = d[u] + p.second;*

*s.insert({d[p.first], p.first});*

*}*

*}*

*}*

**2)** Using std :: priority\_queue (better):

*bool mark[MAXN];*

*void dijkstra(int v)*

*{*

*fill(d,d + n, inf);*

*fill(mark, mark + n, false);*

*d[v] = 0;*

*int u;*

*priority\_queue<pair<int,int>,vector<pair<int,int> >, less<pair<int,int> > > pq;*

*pq.push({d[v], v});*

*while(!pq.empty())*

*{*

*u = pq.top().second;*

*pq.pop();*

*if(mark[u])*

*continue;*

*mark[u] = true;*

*for(auto p : adj[u])* //adj[v][i] = pair(vertex, weight)

*if(d[p.first] > d[u] + p.second)*

*{*

*d[p.first] = d[u] + p.second;*

*pq.push({d[p.first], p.first});*

*}*

*}*

*}*

Problem: [ShortestPath Query](http://codeforces.com/gym/100571/problem/D)

**Floyd-Warshall**

Floyd-Warshal algorithm is an all-pairs shortest path algorithm using dynamic programming :

*Floyd-Warshal()*

*d[v][u] = inf for each pair (v,u)*

*d[v][v] = 0 for each vertex v*

*for k = 1 to n*

*for i = 1 to n*

*for j = 1 to n*

*d[i][j] = min(d[i][j], d[i][k] + d[k][j])*

Time complexity : *O*(*n*3)

**Bellman-Ford**

Bellman-Ford is an algorithm for single source shortest path where edges can be negative (but if there is a cycle with negative weight, then this problem will be NP).

The main idea is to relax all the edges exactly *n* - 1 times (read relaxation above in dijkstra). If in the *n* - *th* step, we relax an edge, then we have a negative cycle (this is if and only if):

*Bellman-Ford(int v)*

*d[i] = inf for each vertex i*

*d[v] = 0*

*for step = 1 to n*

*for all edges like e*

*i = e.first* // first end

*j = e.second* // second end

*w = e.weight*

*if d[j] > d[i] + w*

*if step == n*

*then return "Negative cycle found"*

*d[j] = d[i] + w*

Time complexity : *O*(*nm*).

**SPFA**

SPFA (Shortest Path Faster Algorithm) is a fast and simple algorithm (single source) that its complexity is not calculated yet. But if*m* = *O*(*n*2) it's better to use the first implementation of Dijkstra. Its code looks like the combination of Dijkstra and BFS :

*SPFA(v):*

*d[i] = inf for each vertex i*

*d[v] = 0*

*queue q*

*q.push(v)*

*while q is not empty*

*u = q.front()*

*q.pop()*

*for each i in adj[u]*

*if d[i] > d[u] + w(u,i)*

*then d[i] = d[u] + w(u,i)*

*if i is not in q*

*then q.push(i)*

Time complexity : *Unknown*!.

**Minimum Spanning Tree**

**Kruskal**

In this algorithm, first we sort the edges in ascending order of their weight in an array of edges.

Then in order of the sorted array, we add ech edge if and only if after adding it there won't be any cycle (check it using DSU).

Code :

*Kruskal()*

*solve all edges in ascending order of their weight in an array e*

*ans = 0*

*for i = 1 to m*

*v = e.first*

*u = e.second*

*w = e.weight*

*if merge(v,u)* // there will be no cycle

*then ans += w*

Time complexity : ![](data:image/png;base64,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)

**Prim**

In this approach, we act like Dijkstra. We have a set of vertices *S*, in each step we add the nearest vertex to *S*, in *S* (distance of *v* from ![](data:image/png;base64,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) where *weight*(*i*, *j*) is the weight of the edge from *i* to *j*) .

So, pseudo code will be like this:

*Prim()*

*S = new empty set*

*for i = 1 to n*

*d[i] = inf*

*while S.size() < n*

*x = inf*

*v = -1*

*for each i in V - S* // V is the set of vertices

*if x >= d[v]*

*then x = d[v], v = i*

*d[v] = 0*

*S.insert(v)*

*for each u in adj[v]*

*do d[u] = min(d[u], w(v,u))*

**One)**  *O*(*n*2)

*bool mark[MAXN];*

*void prim(){*

*fill(d, d + n, inf);*

*fill(mark, mark + n, false);*

*int x,v;*

*while(true){*

*x = inf;*

*v = -1;*

*for(int i = 0;i < n;i ++)*

*if(!mark[i] and x >= d[i])*

*x = d[i], v = i;*

*if(v == -1)*

*break;*

*d[v] = 0;*

*mark[v] = true;*

*for(auto p : adj[v]){* //adj[v][i] = pair(vertex, weight)

*int u = p.first, w = p.second;*

*d[u] = min(d[u], w);*

*}*

*}*

*}*

**Two)** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF4AAAATCAYAAAAZFLrcAAAFe0lEQVR42tWYaWyUVRSGv5kuSHdxbGlpbSkWnbJUFKS2ltoiFQEptkGFYGOiLKmKBNyo4i7uxoWyaYxaBGNwwT0xilHBjaIIxiXGH/41/tL/ek7zfObmeu/MtJ1J6knetPMt97v3Pee859wbBG4bJ6gVnCU4W1AtyAoSW72gR5AfpNdOEpQLKjMwtutbKwWzRvDueYIuQY7j3lS4KfS9HBXMFWzgwTbBxYItXCvyvDdRcDPOSrfNFmwXHBZclEHSI4JuwRXwMFzLFVzjmaOOvRRO/zP2eMF1gn5BgxXhJwueEdzHB2xnXY+3M2FZRODPgssySLxm7AOsdaRWIXhIUOO4lye4W9BoXtT06BPsF1R5Bm0WfE9K2RPuH+WEk5lK3bEMEh8lq9MRPGsEGz33LhQ8hqQNmS7ohKApiTd18Zut6xsSfOj/QrxK5EuCSWkYKy7YJyh13NPg3CM4N1zUV4KnkxRQHeg7wQ6rGOmEWz0fOcdYzAQkYw7/h89MZyKxERBfRA3oYNwSx7uazWeQ4lN4ppHoDufRzbqyHDKn785AYnWs03l/qoevAsGAoN2j9Q8KbtQfNwn+ECxI4sk6wW84KLTJgrcdRVUdshyinqVAX45MXSV4EsK6KebaSewUnDIM4uuoOZfivEVoaNyqW5qNN5DNmwRPMY/NfFvtDkcmB3R1XWj/esEy1tLEfDs8832ceumy1QRr8DmRXJaE+PmCPymkoc2F+FKH7i/BMVoX7jFaKY2U4yw2rAunCb4QnJ8i8RpVzwvWWs+tZFHF/FaSvjQCQx10VNBCcOSg77vpSOxMWSE4FQcP0lqH9ggB5LJbBI8S4bZpd3NQ//lL8IYgOwnx9wp+N6IkwOMHHP1pA2TNo3bMMO414gxznFkQ25Ai8R2MMd16TmXgWxYXEOGDtLsB3cYJCqBJ8H4yx5aMeWTNq0hExCjGe+DEZRoQuzxSdAHBHvxNVxJJQPokFrSPiYR2ieBNWiXTQifeimPGGfd6BR9YzlL5+WQYUqPy8QvZY8/zR8GdhoOOGM+po762Mku1+x3BYoceR3HWoCXFFWSSrwvS9bzgCeZmxhvS991JNg2qkb86up42iC/xbCheQXdN20VLZTrpRSM1s1MgflMS4u/id4was5EM60N7c63v72Xj5LKFEFVtXFuCQ6vhzQ7aawnmqKelPBQQkQdJLZe1EO1rHfe0a3mXCHBlyRErkrQWfGYtso7n2tDT5hSI18n/5Njax5GgUGqmUcBrmWutg4woJPV61r8Fqck1nt/GbjqHjs7e0fclkCGVtPfDRRw1JmtOSEl/S7DOsWMNU+49wZkez35DC2fq+zEICa1T8DGFtp1ux9VnHzcclk8k32boaITCP2AU12m0iYuRilacVWyNr8cd93vObl4X3G5cUzn8iA6nDLnNtiSqH7lx2XqyfojgTjRpuXE4tpo2qjWBDGUzSKenbRqw9H0F8lNgtWzPkdJLrefVZtJV/MBz87leBSFXo9k9dEq1Vta9jB5/CD4lmMzMWsDYdq0qI7DaLWc8zPq66cjs/cteMsx1/PGE6ZQIC1kEAQuJvIIUdmqrPGlVbuliKDWTHZlVR+eT5xinmKyp4W+pdYoabo7iVuEvpBNZxjsxiKwhwg8YkR8jSOKOlrLe3OIbUT/bszttpGa6TlIrCfAp6dhuV7KZqAnGlmlr+Rrzs60Kna2wuq11aTjz6UtwtLGKDWvarIvUi4wh4vMNSShBFnOQAu06tlqRPJHMrR7FN2eyWSz2HJ1vTXeAjmeBTWMs6idQkHXDdCVYwzXXaeoc7heO8Fu9SJOrSPd4zrRGbTH0tCgYe5aHrJRbdcB1iNViHQ2kak00Ci6rh/R/FeEf8RPo980zdvoAAAAASUVORK5CYII=)

*void prim(){*

*fill(d, d + n, inf);*

*set<pair<int,int> > s;*

*for(int i = 0;i < n;i ++)*

*s.insert({d[i],i});*

*int v;*

*while(!s.empty()){*

*v = s.begin() -> second;*

*s.erase(s.begin());*

*for(auto p : adj[v]){*

*int u = p.first, w = p.second;*

*if(d[u] > w){*

*s.erase({d[u], u});*

*d[u] = w;*

*s.insert({d[u], u});*

*}*

*}*

*}*

*}*

As Dijkstra you can use std :: priority\_queue instead of std :: set.

**Maximum Flow**

You can read all about maximum flow [here](http://en.wikipedia.org/wiki/Maximum_flow_problem). I only wanna put the source code here (EdmondsKarp):

*algorithm EdmondsKarp*

*input:*

*C[1..n, 1..n]* (Capacity matrix)

*E[1..n, 1..?]* (Neighbour lists)

*s* (Source)

*t* (Sink)

*output:*

*f* (Value of maximum flow)

*F* (A matrix giving a legal flow with the maximum value)

*f := 0* (Initial flow is zero)

*F := array(1..n, 1..n)* (Residual capacity from u to v is C[u,v] - F[u,v])

*forever*

*m, P := BreadthFirstSearch(C, E, s, t, F)*

*if m = 0*

*break*

*f := f + m*

(Backtrack search, and write flow)

*v := t*

*while v ≠ s*

*u := P[v]*

*F[u,v] := F[u,v] + m*

*F[v,u] := F[v,u] - m*

*v := u*

*return (f, F)*

*algorithm BreadthFirstSearch*

*input:*

*C, E, s, t, F*

*output:*

*M[t]* (Capacity of path found)

*P* (Parent table)

*P := array(1..n)*

*for u in 1..n*

*P[u] := -1*

*P[s] := -2* (make sure source is not rediscovered)

*M := array(1..n)* (Capacity of found path to node)

*M[s] := ∞*

*Q := queue()*

*Q.offer(s)*

*while Q.size() > 0*

*u := Q.poll()*

*for v in E[u]*

(If there is available capacity, and v is not seen before in search)

*if C[u,v] - F[u,v] > 0 and P[v] = -1*

*P[v] := u*

*M[v] := min(M[u], C[u,v] - F[u,v])*

*if v ≠ t*

*Q.offer(v)*

*else*

*return M[t], P*

*return 0, P*

**EdmondsKarp pseudo code using Adjacency nodes:**

*algorithm EdmondsKarp*

*input:*

*graph* (Graph with list of Adjacency nodes with capacities,flow,reverse and destinations)

*s (Source)*

*t (Sink)*

*output:*

*flow (Value of maximum flow)*

*flow := 0* (Initial flow to zero)

*q := array(1..n)* (Initialize q to graph length)

*while true*

*qt := 0* (Variable to iterate over all the corresponding edges for a source)

*q[qt++] := s* (initialize source array)

*pred := array(q.length)* (Initialize predecessor List with the graph length)

*for qh=0;qh < qt && pred[t] == null*

*cur := q[qh]*

*for (graph[cur])* (Iterate over list of Edges)

*Edge[] e := graph[cur]* (Each edge should be associated with Capacity)

*if pred[e.t] == null && e.cap > e.f*

*pred[e.t] := e*

*q[qt++] : = e.t*

*if pred[t] == null*

*break*

*int df := MAX VALUE* (Initialize to max integer value)

*for u = t; u != s; u = pred[u].s*

*df := min(df, pred[u].cap - pred[u].f)*

*for u = t; u != s; u = pred[u].s*

*pred[u].f := pred[u].f + df*

*pEdge := array(PredEdge)*

*pEdge := graph[pred[u].t]*

*pEdge[pred[u].rev].f := pEdge[pred[u].rev].f - df;*

*flow := flow + df*

*return flow*

**Dinic's algorithm**

Here is Dinic's algorithm as you wanted.

Input: A network *G* = ((*V*, *E*), *c*, *s*, *t*).

Output: A max *s* - *t* flow.

*1.set f(e) = 0 for each e in E*

*2.Construct G\_L from G\_f of G. if dist(t) == inf, then stop and output f*

*3.Find a blocking flow fp in G\_L*

*4.Augment flow f by fp and go back to step 2.*

Time complexity : ![](data:image/png;base64,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)

**Theorem:** Maximum flow = minimum cut.

**Maximum Matching in bipartite graphs**

Maximum matching in bipartite graphs is solvable also by maximum flow like below :

Add two vertices *S*, *T* to the graph, every edge from *X* to *Y* (graph parts) has capacity 1, add an edge from *S* with capacity 1 to every vertex in *X*, add an edge from every vertex in *Y* with capacity 1 to *T*.

Finally, answer = maximum matching from *S* to *T* .

But it can be done really easier using DFS.

As, you know, a bipartite matching is the maximum matching if and only if there is no augmenting path (read Introduction to graph theory).

The code below finds a augmenting path:

*bool dfs(int v)*

// v is in X, it reaturns true if and only if there is an augmenting path starting from v

*{ if(mark[v])*

*return false;*

*mark[v] = true;*

*for(auto &u : adj[v])*

*if(match[u] == -1 or dfs(match[u]))*

// match[i] = the vertex i is matched with in the current matching, initially -1

*return match[v] = u, match[u] = v, true;*

*return false;*

*}*

An easy way to solve the problem is:

*for(int i = 0;i < n;i ++)if(match[i] == -1){*

*memset(mark, false, sizeof mark);*

*dfs(i);*

*}*

But there is a faster way:

*while(true){*

*memset(mark, false, sizeof mark);*

*bool fnd = false;*

*for(int i = 0;i < n;i ++) if(match[i] == -1 && !mark[i])*

*fnd |= dfs(i);*

*if(!fnd)*

*break;*

*}*

In both cases, time complexity = *O*(*nm*).

Problem: [498C - Array and Operations](http://codeforces.com/contest/498/problem/C)

**Trees**

Trees are the most important graphs. In the last lectures we talked about segment trees on trees and heavy-light decomposition.

**Partial sum on trees**

We can also use partial sum on trees.

Example: Having a rooted tree, each vertex has a value (initially 0), each query gives you numbers *v* and *u* (*v* is an ancestor of *u*) and asks you to increase the value of all vertices in the path from *u* to *v* by 1. So, we have an array *p*, and for each query, we increase *p*[*u*] by 1 and decrease *p*[*par*[*v*]] by 1. The we run this (like a normal partial sum):

*void dfs(int v){*

*for(auto u : adj[v])*

*if(u - par[v])*

*dfs(u), p[v] += p[u];*

*}*

**DSU on trees**

We can use DSU on a rooted tree (not tree DSUs, DSUs like vectors).

For example, in each node, we have a vector, all nodes in its subtree (this can be used only for offline queries, because we may have to delete it for memory usage).

Here again we use DSU technique, we will have a vector *V* for every node. When we want to have *V*[*v*] we should merge the vectors of its children. I mean if its children are *u*1, *u*2, ..., *uk* where *V*[*u*1].*size*() ≤ *V*[*u*2].*size*() ≤ ... ≤ *V*[*uk*].*size*(), we will put all elements from *V*[*ui*]for every 1 ≤ *i* < *k*, in *V*[*k*] and then, *V*[*v*] = *V*[*uk*].

Using this trick, time complexity will be ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFkAAAATCAYAAAD7yKGlAAAFW0lEQVR42sWYW2xUVRSGzwzTy1RuU3SAaktBUmhtg0jVAqUFRVoIaKWAF6QqSouoIBQRRCmgIpgY7xe8JDb1kgBaFTV90Phg1IgoIkLwRR98M/FJ3/Vf5D9mZ2Xt0ykzk67kS9o5Z+9z9tpr/WvtEwS2FYEp4HJwBZgERgTRdhlYA0qC8zd57kRwCRgZ5NfkWbdwfUO12WA5KDCuVYEOMMo3OA6uBg/wxgVgCXgUbAKjPePEMdvA5CwXPhO8CL4BS/Ps5BvBrRkEj2Xi3LtBi3EtBq6n/+L6YhLcx0XOUA8vBW+Ax0ChsTGb+NLZmsxVB86C2/Lo4OngSTAuizkksA54AkuyeQ9o0DvzMDgCyj2TNoLTeiCslhszNkcOuBj8mEcnx7jWFTmYax3o9lxbCJ4GxeEPq8AvYE7EhGXgJHhI/b6F8hLk0Mkn8ujkSvBORDANNSPeA+ONaynwNrgqYFE7Bl6wNMSxNDgFXlYS8y5oMu4XiZnFzQmYmqK5V/IFhupkKST1YBFfPOXRymnMtqlgDGvMckca2sBBkFBjR3BsHYtiAedoYDGztFuKcx+41pMx+8FW+edB8Be4bpBdkwf9AZ5zfpMO5BNDl5JMx1XU8sXgJlblteCZiOprOXkK60E75amVmlfr3FPM2rCZGbmFgSN/b+ezxXaCR4znzuBm7OM8bSz6Mu5VT5ELKAn3R8iJZE3wLfjZE/KuySb8De5VrcxRcJHRzi2mc86AHqclq2bm1GboZCkib7Iou7aSqZpy3u8Yoy98jmj7fEZmIaNLHNZlZMDNzNY9HDfLuf4UN8yybXR0zLgmXcaX8sc/4EMjfbQ9Af4MNYYmEdVv9LTSX1ewBTxFp4c2l4uYmqGTF7DgzjS09QSjT2wj+InjA2quBM8GZ4ys8ZBR9C6g5EkGHqZTY07H08f1W9ZJ+bHkZD6DOPgXvOTZCXfhJ6m/xc7vN3CDkur+hJOa/artk3QeiDhsaCdL5vwGatR9E1isH+f/14AfGMFhJH8PmlXEHmWEaf2MMzCOM3jcVu27iG7kdtDrCdK5fKdzevzaIEVvMxc6W/0ugv8RC4x1onof7FJa3e9oYiIDJ4ve/e5x8mknwkq5jq0sdtsZ3UWquEnFX+1Z5yI6xa0xS+j4SvpIB+MGNgNxTxv3tfzxMXXDF1nzGMWdxjWp9p9yt7WV84Vb1YnuOMeVsdMYzMkSib8a91ZRitqddmoF64Do6aVGCouDno8oVDrz4rz/FWZBkxFQO1iUfafKgdDbopHLjNNXE9OryzjphQ4ZYOujrYXzulGxlpsykoWqyhhXwU3tcKJfitVuFfn3qMI3nfct5dzN/C6hndLN1sqXeT2qDf2cup+mjxJq0+QgdqfHyRup1+ec2UZdWel8GFrHo2dThJQUMEWXGde6OGehOjUeZOfRYkSaFMi97Eh6mb4xbuZOvlMjo7xHFc+JbJdEP78gX7HFnOfcJ9r9Fouda9Ihfcagcx2/n1nczjOFa2P5zHrPJ4JnwR3ujpRTf1pJfYZfwjroGOtsP8lo+Kupr0XGmNHc5Eqm+3hHA4sY+Q2co0QdCvbREWk6LM3ndzMbU0509qmOJwyYaqOIj6Mv0sb7iva/bmxYmOW9XEfWVs40rQiGz0SSPjA2NfwcMMDPp6GtV/3++X4D2cFDlmWredDLmUnBuWsYnZyktK1nxCYYmSlq9wEVoWlmXzafZus4h9VZTWBmTc7lIkuolw3D6OgUo0r0cw3p5If5Uk9n1BXxjTzKStm61RjXiimhzflY5IU8nIwKhteSrAdlhr7qdG/0FK3BbI5xAg2thg7+v1n4D99K3bO4aqZgAAAAAElFTkSuQmCC) C++ example (it's a little complicated) :

*typedef vector<int> vi;*

*vi \*V[MAXN];*

*void dfs(int v, int par = -1){*

*int mx = 0, chl = -1;*

*for(auto u : adj[v])if(par - u){*

*dfs(u,v);*

*if(mx < V[u]->size()){*

*mx = V[u]->size();*

*chl = u;*

*}*

*}*

*for(auto u : adj[v])if(par - u and chl - u){*

*for(auto a : \*V[u])*

*V[chl]->push\_back(a);*

*delete V[u];*

*}*

*if(chl + 1)*

*V[v] = V[chl];*

*else{*

*V[v] = new vi;*

*V[v]->push\_back(v);*

*}*

*}*

**LCA: lowest common ancestor**

LCA of two vertices in a rooted tree, is their lowest common ancestor. There are so many algorithms for this, I will discuss the important ones. Each algorithm has complexities  < *O*(*f*(*n*)), *O*(*g*(*n*)) > , it means that this algorithm's preprocess is *O*(*f*(*n*)) and answering a query is*O*(*g*(*n*)) . In all algorithms, *h*[*v*] =  height of vertex *v*.

**One) Brute force  < *O*(*n*), *O*(*n*) >**

The simplest approach. We go up enough to achieve the goal.

**Preproccess :**

*void dfs(int v,int p = -1){*

*if(par + 1)*

*h[v] = h[p] + 1;*

*par[v] = p;*

*for(auto u : adj[v])*

*if(p - u)*

*dfs(u,v);*

*}*

**Query :**

*int LCA(int v,int u){*

*if(v == u)*

*return v;*

*if(h[v] < h[u])*

*swap(v,u);*

*return LCA(par[v], u);*

*}*

**Two) SQRT decomposition** ![](data:image/png;base64,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)

I talked about SQRT decomposition in the first lecture.

Here, we will cut the tree into ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAATCAYAAADxlA/3AAAB9ElEQVR42sXVS0hUURzH8WszNT6CiIEc8ZUPyAfZrjZmhYJI4sJNkILpRhB8MqU9MBAldNmqyKiFuFARoZIEN7qQNtFGsIiKIEEhN23a+j3wEy6XM/fOXKH+8Nn4v557/ud//nMdJ1zUYBWbxzQT5uVZeIABXEDVMRSF2YB56WsknP8QJ1R9ryV3FhfVHqPOVWGe/laLaj1XjkimG6jEKxSkOJlBfMAWhnFVOfN8D95hW0W0IZZp9WbRPp9nTFu+4KnuijvMy95iDdlhjr9cvS/1eeYG9nHLkjuPb3gY9uYPod9SmTuS2NUN90arNtccZgPFeBFQfRRLWEeuJf8YX1Fi6+11dGkRW5i+jwRUb278DlZwzaMJG8rFbEczj58aD28UYlZ3wAno/288wW2PuzjAmO0fzWxewS9MWqq8o/5nBWxgFD9QZsm1YM+v/1FV+dlTaT5easb94iSWNWK5lgs8of4X+i3SoCNMuqrtxn3dE78oUf+nLDkz8++1Qd/5z8EiPqryOJ6lUb2JRvW4zZKrwHe1KDBuaiHT9w6MB1RvKjqnz6qZ8XoVctSWuE7xj9Y7HbSBM+rjJyykmAp3XMYjzOmIJzTSR5Xfw3O8wTTa0/kAdeKv+hnUe7PYKV3iiKqOuH5fvLloOm1I6Hfh0r/4vh8CdExe0H+kqjsAAAAASUVORK5CYII=) (*H* = height of the tree), starting from 0, *k* - *th* of them contains all vertices with *h* in interval  ![](data:image/png;base64,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)

Also, for each vertex *v* in *k* - *th* piece, we store *r*[*v*] that is, its lowest ancestor in the piece number *k* - 1.

**Preprocess:**

*void dfs(int v,int p = -1){*

*if(par + 1)*

*h[v] = h[p] + 1;*

*par[v] = p;*

*if(h[v] % SQRT == 0)*

*r[v] = p;*

*else*

*r[v] = r[p];*

*for(auto u : adj[v]) if(p - u)*

*dfs(u,v);*

*}*

**Query:**

*int LCA(int v,int u){*

*if(v == u)*

*return v;*

*if(h[v] < h[u])*

*swap(v,u);*

*if(h[v] == h[u])*

*return (r[v] == r[u] ? LCA(par[v], par[u]) : LCA(r[v], r[u]));*

*if(h[v] - h[u] < SQRT)*

*return LCA(par[v], u);*

*return LCA(r[v], u);*

*}*

**Three) Sparse table** ![](data:image/png;base64,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)

Let's introduce you an order of tree vertices, [**haas**](http://codeforces.com/profile/haas) and I named it *Euler* *order*. It is like DFS order, but every time we enter a vertex, we write it's number down (even when we come from a child to this node in DFS).

Code for calculate this :

*vector<int> euler;*

*void dfs(int v,int p = -1){*

*euler.push\_back(v);*

*for(auto u : adj[v])*

*if(p - u)*

*dfs(u,v), euler.push\_back(v);*

*}*

If we have a vector<pair<int,int> > instead of this and push {h[v], v} in the vector, and the first time {h[v], v} is appeared is *s*[*v*] and *s*[*v*] < *s*[*u*] then *LCA*(*v*, *u*) = (*mini*=*s*[*v*]*s*[*u*]*euler*[*i*]).*second*.

For this propose we can use RMQ problem, and the best algorithm for that, is to use Sparse table.

**Four) Something like Sparse table :)** ![](data:image/png;base64,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)

This is the most useful and simple (among fast algorithms) algorithm.

For each vector *v* and number *i*, we store its 2*i*-th ancestor. This can be done in ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFkAAAATCAYAAAD7yKGlAAAFW0lEQVR42sWYW2xUVRSGzwzTy1RuU3SAaktBUmhtg0jVAqUFRVoIaKWAF6QqSouoIBQRRCmgIpgY7xe8JDb1kgBaFTV90Phg1IgoIkLwRR98M/FJ3/Vf5D9mZ2Xt0ykzk67kS9o5Z+9z9tpr/WvtEwS2FYEp4HJwBZgERgTRdhlYA0qC8zd57kRwCRgZ5NfkWbdwfUO12WA5KDCuVYEOMMo3OA6uBg/wxgVgCXgUbAKjPePEMdvA5CwXPhO8CL4BS/Ps5BvBrRkEj2Xi3LtBi3EtBq6n/+L6YhLcx0XOUA8vBW+Ax0ChsTGb+NLZmsxVB86C2/Lo4OngSTAuizkksA54AkuyeQ9o0DvzMDgCyj2TNoLTeiCslhszNkcOuBj8mEcnx7jWFTmYax3o9lxbCJ4GxeEPq8AvYE7EhGXgJHhI/b6F8hLk0Mkn8ujkSvBORDANNSPeA+ONaynwNrgqYFE7Bl6wNMSxNDgFXlYS8y5oMu4XiZnFzQmYmqK5V/IFhupkKST1YBFfPOXRymnMtqlgDGvMckca2sBBkFBjR3BsHYtiAedoYDGztFuKcx+41pMx+8FW+edB8Be4bpBdkwf9AZ5zfpMO5BNDl5JMx1XU8sXgJlblteCZiOprOXkK60E75amVmlfr3FPM2rCZGbmFgSN/b+ezxXaCR4znzuBm7OM8bSz6Mu5VT5ELKAn3R8iJZE3wLfjZE/KuySb8De5VrcxRcJHRzi2mc86AHqclq2bm1GboZCkib7Iou7aSqZpy3u8Yoy98jmj7fEZmIaNLHNZlZMDNzNY9HDfLuf4UN8yybXR0zLgmXcaX8sc/4EMjfbQ9Af4MNYYmEdVv9LTSX1ewBTxFp4c2l4uYmqGTF7DgzjS09QSjT2wj+InjA2quBM8GZ4ys8ZBR9C6g5EkGHqZTY07H08f1W9ZJ+bHkZD6DOPgXvOTZCXfhJ6m/xc7vN3CDkur+hJOa/artk3QeiDhsaCdL5vwGatR9E1isH+f/14AfGMFhJH8PmlXEHmWEaf2MMzCOM3jcVu27iG7kdtDrCdK5fKdzevzaIEVvMxc6W/0ugv8RC4x1onof7FJa3e9oYiIDJ4ve/e5x8mknwkq5jq0sdtsZ3UWquEnFX+1Z5yI6xa0xS+j4SvpIB+MGNgNxTxv3tfzxMXXDF1nzGMWdxjWp9p9yt7WV84Vb1YnuOMeVsdMYzMkSib8a91ZRitqddmoF64Do6aVGCouDno8oVDrz4rz/FWZBkxFQO1iUfafKgdDbopHLjNNXE9OryzjphQ4ZYOujrYXzulGxlpsykoWqyhhXwU3tcKJfitVuFfn3qMI3nfct5dzN/C6hndLN1sqXeT2qDf2cup+mjxJq0+QgdqfHyRup1+ec2UZdWel8GFrHo2dThJQUMEWXGde6OGehOjUeZOfRYkSaFMi97Eh6mb4xbuZOvlMjo7xHFc+JbJdEP78gX7HFnOfcJ9r9Fouda9Ihfcagcx2/n1nczjOFa2P5zHrPJ4JnwR3ujpRTf1pJfYZfwjroGOtsP8lo+Kupr0XGmNHc5Eqm+3hHA4sY+Q2co0QdCvbREWk6LM3ndzMbU0509qmOJwyYaqOIj6Mv0sb7iva/bmxYmOW9XEfWVs40rQiGz0SSPjA2NfwcMMDPp6GtV/3++X4D2cFDlmWredDLmUnBuWsYnZyktK1nxCYYmSlq9wEVoWlmXzafZus4h9VZTWBmTc7lIkuolw3D6OgUo0r0cw3p5If5Uk9n1BXxjTzKStm61RjXiimhzflY5IU8nIwKhteSrAdlhr7qdG/0FK3BbI5xAg2thg7+v1n4D99K3bO4aqZgAAAAAElFTkSuQmCC). Then, for each query, we find the lowest ancestors of them which are in the same height, but different (read the source code for understanding).

**Preprocess:**

*int par[MAXN][MAXLOG]; // initially all -1*

*void dfs(int v,int p = -1){*

*par[v][0] = p;*

*if(p + 1)*

*h[v] = h[p] + 1;*

*for(int i = 1;i < MAXLOG;i ++)*

*if(par[v][i-1] + 1)*

*par[v][i] = par[par[v][i-1]][i-1];*

*for(auto u : adj[v])*

*if(p - u)*

*dfs(u,v);*

*}*

**Query:**

*int LCA(int v,int u){*

*if(h[v] < h[u])*

*swap(v,u);*

*for(int i = MAXLOG - 1;i >= 0;i --)*

*if(par[v][i] + 1 and h[par[v][i]] >= h[u])*

*v = par[v][i];*

*// now h[v] = h[u]*

*if(v == u)*

*return v;*

*for(int i = MAXLOG - 1;i >= 0;i --)*

*if(par[v][i] - par[u][i])*

*v = par[v][i], u = par[u][i];*

*return par[v][0];*

*}*

**Five) Advance RMQ  < *O*(*n*), *O*(1) >**

In the third approach, we said that LCA can be solved by RMQ.

When you look at the vector *euler* you see that for each *i* that 1 ≤ *i* < *euler*.*size*(), |*euler*[*i*].*first* - *euler*[*i* + 1].*first*| = 1.

So, we can convert the *euler* from its size(we consider its size is *n* + 1) into a binary sequence of length *n* (if*euler*[*i*].*first* - *euler*[*i* + 1].*first* = 1 we put 1 otherwise 0).

So, we have to solve the problem on a binary sequence *A* .

To solve this restricted version of the problem we need to partition *A* into blocks of size ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE0AAAAZCAYAAAB0FqNRAAADxUlEQVR42t2Y60sUURjGZ9t13cxK0y2NNLcsSrGrUHjJylbNErtIkYEVtWVlVJRRahaZRdcPFXSh1Iq+VJYEEfRN6Fv1HxRB0P/R88Izy2HYy6md3R194QfrzPGdOc95L2eOYTjPMsBSUMbfiVoh2AqyNMbWghpjApoXdIK3ICdBXyJUiIugY9mgiws24WwZeA1mJehnMzj4j/9TCc7bFOVpF20amM90y7BEZiHHCuVgKq8PghXKWLk+G3jobx6jy7CMuenkaJsLjoCjYHEM0ZZwTBDsYPTMAHngNNgDzoCL4CQnLL4fKykuIjZyTBfr3G5wFfgt73UB7LQszDZwAnQYVL0K7AdtVDpVVg2e8IWKIoiWy4iQyTfxnhtco3Ay6WFelwL+AczhmArwFGQqC1QPzoJX9O1n7Vxpea8DXATTPHxXEWzMoNON4DMd+FIomky0G7iipGcOi/gXUKrcl2gaAS0UYDpoBkPKotfwb1M0mVc+r7Upz/lIQVVrBz0R3jePzw23+VHQl+L0lImdiyBahSJaAIxzgqZJFDxiGvYz4mSiC5QxZYw0NQikhr1XuukxcJei5SrjDoNT8UQrAd+Z804QbR34xOjK4JhO1rFicI+pJsLc4uT3gfUcYyg1LV/xK/ffMBol5R4wFVvYIEzrBVviidZA0UocIFoWC/tl0Mr0yuYkdoG9rMEuNob74Da4Dh6yY2azrl3iWNOqlNQ0RexgZJs2k/4C8USTtHzHLuGESIu18fUov++AVcp9P1NyoeL/OAU0+Bz1WS7Fn2l1jFxXLNF8bAD9Gi8d4ItUa1DDGmKnaFar51ZkA6PmECMnUxFW0natpj8/61m09w6LJsXzq9LSY1mQUdmrQZ8lNXRFc7OO6VLADexqlhevcs/DiTawqcTztYabY7fy/65Ioknd+BYlh9ORnrKpfMH9lw6yhXjGtByKcn+Yk43na0QZ/xwMWL5/w6LdYBvWqWduhr4u7v8QbRGjvjHNNLHMZEYSbZz1zGNpz5Gshd1pQINB1ppk1rRUW1i0PzwNKGVhjWUFzPkyDco1FiEZohWylgYZta5kiPaTnaeJH8ZO3nLEsyJ2y0rOZ5RNwHbRQjwp2JSGMyS7RQtx72buva5QOK/dok3hLtjjkO6ZiNVSOHPxu/lB7rNbtHRaMhtBLr8zQ8lIz8kompefTz08j5tUokmXe8kDxVKbfEpqbucJr4/d1GPDIjTzuGjMCfueVp48FNskWDujTLY9y5meXhv81vGUJWhMMpP95m/wC/zg70G7H/IXPL23OV5k2OsAAAAASUVORK5CYII=)Let *A*'[*i*] be the minimum value for the *i* - *th* block in *A* and *B*[*i*] be the position of this minimum value in *A*. Both *A* and *B* are ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAUCAYAAACwG3xrAAAA5ElEQVR42oXSO2sCURCG4VEh8UIIeCkSRFCboNgIYqVoDDYKgoUpIlZCICCY1sIyVlrYiJ3B9AYsLPxzvgdm5RRn8YMHd8dhdvYiIvKEET5QxjumyIumizbOGOIRc0y8hiKaOCChtSU+xcoXFnqcwj+qCJtCEBsMtKGFP5TwKjp2jRdtqOAHfTybQghxnWQSQBIP3vXrqOlv3Tr3arK/QWKWiG4etWrXmB2yKOBeHAnqIz/pks70sMWdX4N5B99+f5oFf/Hm15DDERm/hg52OsmZmUq7ljS3uMJYJzmnNPRTK9nFC1qAHd43V7MXAAAAAElFTkSuQmCC) long. Now, we preprocess *A*' using the Sparse Table algorithm described in lecture 1. This will take ![](data:image/png;base64,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) time and space. After this preprocessing we can make queries that span over several blocks in *O*(1). It remains now to show how the in-block queries can be made. Note that the length of a block is ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE0AAAAZCAYAAAB0FqNRAAADxUlEQVR42t2Y60sUURjGZ9t13cxK0y2NNLcsSrGrUHjJylbNErtIkYEVtWVlVJRRahaZRdcPFXSh1Iq+VJYEEfRN6Fv1HxRB0P/R88Izy2HYy6md3R194QfrzPGdOc95L2eOYTjPMsBSUMbfiVoh2AqyNMbWghpjApoXdIK3ICdBXyJUiIugY9mgiws24WwZeA1mJehnMzj4j/9TCc7bFOVpF20amM90y7BEZiHHCuVgKq8PghXKWLk+G3jobx6jy7CMuenkaJsLjoCjYHEM0ZZwTBDsYPTMAHngNNgDzoCL4CQnLL4fKykuIjZyTBfr3G5wFfgt73UB7LQszDZwAnQYVL0K7AdtVDpVVg2e8IWKIoiWy4iQyTfxnhtco3Ay6WFelwL+AczhmArwFGQqC1QPzoJX9O1n7Vxpea8DXATTPHxXEWzMoNON4DMd+FIomky0G7iipGcOi/gXUKrcl2gaAS0UYDpoBkPKotfwb1M0mVc+r7Upz/lIQVVrBz0R3jePzw23+VHQl+L0lImdiyBahSJaAIxzgqZJFDxiGvYz4mSiC5QxZYw0NQikhr1XuukxcJei5SrjDoNT8UQrAd+Z804QbR34xOjK4JhO1rFicI+pJsLc4uT3gfUcYyg1LV/xK/ffMBol5R4wFVvYIEzrBVviidZA0UocIFoWC/tl0Mr0yuYkdoG9rMEuNob74Da4Dh6yY2azrl3iWNOqlNQ0RexgZJs2k/4C8USTtHzHLuGESIu18fUov++AVcp9P1NyoeL/OAU0+Bz1WS7Fn2l1jFxXLNF8bAD9Gi8d4ItUa1DDGmKnaFar51ZkA6PmECMnUxFW0natpj8/61m09w6LJsXzq9LSY1mQUdmrQZ8lNXRFc7OO6VLADexqlhevcs/DiTawqcTztYabY7fy/65Ioknd+BYlh9ORnrKpfMH9lw6yhXjGtByKcn+Yk43na0QZ/xwMWL5/w6LdYBvWqWduhr4u7v8QbRGjvjHNNLHMZEYSbZz1zGNpz5Gshd1pQINB1ppk1rRUW1i0PzwNKGVhjWUFzPkyDco1FiEZohWylgYZta5kiPaTnaeJH8ZO3nLEsyJ2y0rOZ5RNwHbRQjwp2JSGMyS7RQtx72buva5QOK/dok3hLtjjkO6ZiNVSOHPxu/lB7rNbtHRaMhtBLr8zQ8lIz8kompefTz08j5tUokmXe8kDxVKbfEpqbucJr4/d1GPDIjTzuGjMCfueVp48FNskWDujTLY9y5meXhv81vGUJWhMMpP95m/wC/zg70G7H/IXPL23OV5k2OsAAAAASUVORK5CYII=), which is quite small. Also, note that *A* is a binary array. The total number of binary arrays of size *l* is ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEEAAAAUCAYAAADStFABAAACqElEQVR42uWYTUhUURTH38wbmxmz1EDJrDBKJArTNmUKmmFN0YdBqRElSYtKF0qSEIXlV5rRl/QFFbQIqSCR9i5yZRHugyKIIBDchHv/B/4PLpd5b+6zAZ/Mgd9i7rx775z/Pefc88ayzGwt6AQ3QczKULPBJfAahAP+W1eDy2AEDBtwXZ0c5imHXBYf4eJBt5PgJWg15LTjfAW4CHoY8vtBRFk4F7wD+wIuwBrwFOzxO7EWdIAysAG0gK8cs/nMTvAJFAZchBNgFKzyO/E+2K6N9YFfyvhZ8FwRJahR8AxULWXyPBjTHBRFF8Ap1oh7jIy4R81YbkuAuwZRkLSw3wHnNefOgH/gCMgG49zkgFYrgnQjjLGWORbjZ0nvEpAP6lg4m1Olts3Q/waKqOw1cAXsTvFjClhkTdmcpshKMK3VHqaKIkh/8wGcA7vo/CC45bW3TP7ClHBM0mC9QU2QqtzLDVJxGzSmoe+IUYBaZSyLp72ON94s2KZ8fxVMuO0tJ/MGXPiPIhjygYmJ+EcZ8smsHjzkQTkWodMi0HvQr0X6K/DALZT7mDNLFUDmRX0QSSGmODIA/oDDSZ6J05l6lzU2Ma3VuZLiM6BJfzgPdIGDythGsNWnCNUU0oR+dmu2hwjloJKOjFM4fb9Rj/eZBOeWaDffDAWSdMmxWP3ldmhgLjkcB3t9ipDPpsuUIsO06AZ/tY41yivxkMe8G+CjIp749QI8pviSZsXyxRD4AabBZ4UpUBqQK3AL+M5by0mhGjrjViskVSYpREgpom9BGxvBBicSh5hXjzS62YUFwcJMn99MkSxec15REOfNUKmlmPQK7awTeSvtdX4HW/lBpsUTg0OyPa7VsLUCLcKu8CffaI9l6p870ozNsdjlZKoIUf5f0JjORRcBMn50HwbiBY8AAAAASUVORK5CYII=). So, for each binary block of size *l* we need to lock up in a table *P* the value for *RMQ* between every pair of indices. This can be trivially computed in ![](data:image/png;base64,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) time and space. To index table *P*, preprocess the type of each block in *A* and store it in array ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADIAAAAVCAYAAAAElr0/AAACrklEQVR42s2XyWsUQRSHZxJjxknGuCQYNRFFggkaY4gZDChuSFwQNeIGQlxwQUTBDfEgiKi4k7iACC4QQfEk4sWDeBERBG+CnhQ8iYh/gt+DX0On7O7pmclMfPDR1TXV1fWrfvXem0RiuCV9uH2uNcEreAKbEiNvY6BC7SrhtxScgKfwxjrS6riq63E4A/fgou6Ns3AbFmqiGXAZ6vVSv1Vq3LQCRdic22A3dMEGOAzznXFjYTo8tptuGIKVMAuaYTv8gYO6nwkL4Bms8gm5BLW+ie359XAavsKyAoWsgOXwGvZqs4/CuYCxk+ChNXbBIudHe+gbzHH690NrhJA2WANb4bcWU4jZxi2GF9CgvvNwMkrIPqhx3ML8/i1kHJ/dAY0RQjyzr/erCCFme+Cm2hPguearCRPi+p0t9BNcDzh8c6G6TEIGoV/tHrl1h9wuUIhr5mY/ddiirJRCbM4rvk1ulWttgalxhRyC7zBvFIUk5db+sJ8JcKtQIZXqfOecj3IKsZC6BFZDr65eu1fRtTaXkInwAQZCkmA5hGQ0ry3uQQC3nPwUKKQTfsDOGC8slZCkAkpKeFnd66t2NjlQSL/OR8coCnFFzdYGp0PG/CPE6pq78B7qihTSGSFkClyDtTHF9KmWas4lpE3Z/RR8gY+qazaHLDJKSItKigFl9vtKuO1O9v+sYq8qhhA73I9CItYwIY0q8LKiW9d2RZB8hNQHzJP1VQNeZGzR5o2LIeSYCtZEXNfK16JcK05k6suxUV75bl91YzmE1BTwbFZlRy6zMPsyoHgdcSE3VLqn83gupfI+zpdcqrOUCYlodRI5VIyQBhV2g8q8+YTUiphjj+jPXVPAebJ8ckAJ8k4xQmwx43XA04nS2AVF0HV6l7sh1jc54Lf/znoUtbpyDfwL0QF2DBo7Bc8AAAAASUVORK5CYII=). The block type is a binary number obtained by replacing -1 with 0 and  + 1 with 1 (as described above).

Now, to answer *RMQA*(*i*, *j*) we have two cases:

* *i* and *j* are in the same block, so we use the value computed in *P* and *T*
* *i* and *j* are in different blocks, so we compute three values: the minimum from *i* to the end of *i*'s block using *P* and *T*, the minimum of all blocks between *i*'s and *j*'s block using precomputed queries on *A*' and the minimum from the beginning of *j*'s block to *j*, again using*T* and *P*; finally return the position where the overall minimum is using the three values you just computed.

**Six) Tarjan's algorithm *O*(*na*(*n*)) (*a*(*n*) is the inverse ackermann function)**

Tarjan's algorithm is offline; that is, unlike other lowest common ancestor algorithms, it requires that all pairs of nodes for which the lowest common ancestor is desired must be specified in advance. The simplest version of the algorithm uses the union-find data structure, which unlike other lowest common ancestor data structures can take more than constant time per operation when the number of pairs of nodes is similar in magnitude to the number of nodes. A later refinement by Gabow & Tarjan (1983) speeds the algorithm up to linear time.

The pseudocode below determines the lowest common ancestor of each pair in *P*, given the root *r* of a tree in which the children of node *n*are in the set *n*.children. For this offline algorithm, the set *P* must be specified in advance. It uses the *MakeSet*, *Find*, and *Union*functions of a disjoint-set forest. *MakeSet*(*u*) removes *u* to a singleton set, *Find*(*u*) returns the standard representative of the set containing *u*, and *Union*(*u*, *v*) merges the set containing *u* with the set containing *v*. *TarjanOLCA*(*r*) is first called on the root *r*.

*function TarjanOLCA(u)*

*MakeSet(u);*

*u.ancestor := u;*

*for each v in u.children do*

*TarjanOLCA(v);*

*Union(u,v);*

*Find(u).ancestor := u;*

*u.colour := black;*

*for each v such that {u,v} in P do*

*if v.colour == black*

*print "Tarjan's Lowest Common Ancestor of " + u +*

*" and " + v + " is " + Find(v).ancestor + ".";*

Each node is initially white, and is colored black after it and all its children have been visited. The lowest common ancestor of the pair{*u*, *v*} is available as *Find*(*v*).ancestor immediately (and only immediately) after *u* is colored black, provided *v* is already black. Otherwise, it will be available later as *Find*(*u*).*ancestor*, immediately after *v* is colored black.

*function MakeSet(x)*

*x.parent := x*

*x.rank := 0*

*function Union(x, y)*

*xRoot := Find(x)*

*yRoot := Find(y)*

*if xRoot.rank > yRoot.rank*

*yRoot.parent := xRoot*

*else if xRoot.rank < yRoot.rank*

*xRoot.parent := yRoot*

*else if xRoot != yRoot*

*yRoot.parent := xRoot*

*xRoot.rank := xRoot.rank + 1*

*function Find(x)*

*if x.parent == x*

*return x*

*else*

*x.parent := Find(x.parent)*

*return x.parent*